
Feature-based Model Selection
• Linearization Assumption

• Label-Feature Correlation (LFC)[1]

• PARC[2] introduces heuristics of layer depth

Limitations
• Difficulty with heterogeneous models

• Weights may change a lot for hard/dissimilar datasets

• Hard to integrate more prior knowledge (e.g., capacity, dataset size)
  The scale is ad-hoc and it is not easy to integrate more signals or prior knowledge.

Learning to Recommend Models
• We convert model selection as a model recommendation problem, which learns

the model selection criteria from the past fine-tuning history.
• The goal is to predict performance on the target dataset for a given model.

Experiments: More Training Data Helps!
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Stanford Dogs is very close to ImageNet, its MS 
score is more accurate. 

However, dataset like Aircrafts is much different 
from ImageNet, so its MS scores are much lower.
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• task difficulty: If a task can be 
solved with a simple model, then 
the task is relatively easy in
comparison with other dataset.

• number of samples: a few-shot 
task is generally harder and often
requires a strong model than a
larger dataset size.

• number of classes: the
task difficulty usually increase as 
the number of classes when the 
total images are fixed.

• architecture family:architectures 
of the same family usually have 
similar inductive biases as they 
consist of similar modules.

• input size: architectureswith
higher resolution usually helps for 
downstream tasks.

• model capacity: a model with 
high capacity usually generalizes 
better with more data.

• model complexity: GMACs

• pre-trained domain: the pre-
trained domain matters for the 
downstream task performance.

• MS score: it 
considers the 
feasibility of the 
model’s initial features.

• semantic distance:
semantic embedding
of labels of the target 
task and the source 
task

• any features that are
relevant for
performance 
prediction

dataset features model features additional features
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wizi• Linear Regression (LR)

• Factorization Machines (FM) 
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Corr. between Latent Features of Dataset IDs

Recommendation Models

Training History and Meta Features

ImageNet x
400+ models

6 DomainNet
datasets x 22
models

19 finetune
datasets x 22
models

15 VTAB
datasets x 22
models

Model Selection
• Given a task and a large zoo of pre-

trained models, Model Selection (MS)
selects the top few models for the
best fine-tuning performance,
avoiding fine-tuning of all models.

Pareto Frontier Models are dataset dependent. MS can fail for ViTs when features are not normalized
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Setting 1. MS learned with only ImageNet training history. 80% of 
the 409 models as sampled as training set. Our methods still get 
reasonable corr. scores even when models are random initialized. 

Setting 2 & 3. Average Pearson Correlation of predicted performance and 
the ground-truth performance of 22 models. The ImageNet column is 
trained on 409 ImageNet training jobs. The LOO column denotes MS 
learned with the training history combining ImageNet and all other 
downstream jobs. MS trained with LOO outperforms over ImageNet only.

Each job is a fine-tuning on a dataset with 8 HPs and the best result is obtained. 

linear regression feature interactions
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Models

• Learning from the history of single
dataset with a subset of models.

• Evaluating unseen models on the 
same dataset.
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Models

• Learning from the history of single
dataset with all models.

• Evaluating known models on 
unseen datasets
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Models

• Learning from the history of leave-one-
out datasets.

• Evaluating known models on unseen 
tasks.


